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ABSTRACT
Federated Learning (FL), a privacy-preserving training approach,
has proven to be effective, yet its vulnerability to attacks that extract
information from model weights is widely recognized. To address
such privacy concerns, Local Differential Privacy (LDP) has been
applied to FL: perturbing the weights trained for the local model by
each client. However, besides high utility loss on the randomized
model weights, we identify a new inference attack to the exist-
ing LDP method, that can reconstruct the original value from the
noisy values with high confidence. To mitigate these issues, in this
paper, we propose the Staircase Randomized Response (SRR)-FL
framework, which assigns higher probabilities to weights closer
to the true weight, reducing the distance between the true and
perturbed data. This minimizes the noise for maintaining the same
LDP guarantee, leading to better utility. Compared to existing LDP
mechanisms (e.g., Generalized Randomized Response) on the FL,
SRR-FL can further provide a more accurate privacy-preserving
training model, and enhance the robustness against the inference
attack while ensuring the same LDP guarantee. Furthermore, we
also use the parameter shuffling method for privacy amplification.
The efficacy of SRR-FL has been validated on widely used datasets
MNIST, Medical-MNIST and CIFAR-10, demonstrating remarkable
performance.1

CCS CONCEPTS
• Security and privacy → Privacy-preserving protocols; • Com-
puting methodologies→ Machine learning algorithms.
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1 INTRODUCTION
Deep Neural Networks (DNNs) have significantly impacted various
sectors by leveraging distributed data for insight generation and
innovation. The challenge lies in training these complex models
across numerous decentralized devices while ensuring data privacy
[52, 62]. Federated Learning (FL) [27, 34, 66] offers a viable solution
by allowing model training across clients under the coordination of
a central server, without sharing raw data. This method ensures pri-
vacy by only exchanging model weights for aggregation, predicated
on the trust in the aggregator’s discretion. However, recent studies
have shown that attackers could potentially infer sensitive and
important information about the training data under certain condi-
tions by having access to these model weight updates [4, 21, 40, 64].
The adversary can infer clients’ sensitive information from their
local model weights via inference attacks, such as membership in-
ference attacks [46] (whether a sample is in the training dataset or
not), property-inference attacks [41, 42] (e.g., inferring the ratio of
males vs. females), and data reconstruction attacks [39, 63].

To enhance FL’s privacy protection in light of recent vulnera-
bilities, integrating Differential Privacy (DP) [10, 11] has become a
prominent strategy to protect data with provable indistinguishabil-
ity against inferences with arbitrary background knowledge. De-
spite their advancements, DP-enhanced FL models [6, 23, 29, 49, 61]
rely on a reliable aggregator for privacy, which could be a weak
point if compromised. Addressing this, Local Differential Privacy
(LDP) [13, 24] offers a robust alternative by perturbing data client-
side, thereby safeguarding privacy even with a potentially untrust-
worthy aggregator. However, LDP’s effectiveness depends on its
randomization algorithm’s indistinguishability rather than its resis-
tance to specific inference attacks, leading to possible discrepancies
in performance against such attacks [45]. While LDP ensures the
theoretical conditions for privacy, its practical defense against in-
ference in FL scenarios might not be as strong, indicating the need
for further refinement in LDP applications.

While incorporating LDP in the FL framework strengthens pri-
vacy guarantees, as the number of federated rounds increases, pri-
vacy leakage is accumulated. Then, with the limited privacy budget
and the high dimensionality of weights in each round, a challenge
lies in the high variance of perturbed model weights due to the
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diverse weight ranges in DNNs, leading to the subpar performance
of the trained model. Chamikara et al. [3] discussed the sample-
level privacy protection for FL, and Truex et al. [50] provided the
exponential-based LDP, which considers the distance between dif-
ferent model weights and assigns the perturbation probabilities to
improve the performance. However, their work cannot provide the
strong notion of client-level LDP guarantee (“indistinguishability
for all the input data provided by all the clients”). Recently, Sun
et al. [48] addressed the privacy guarantee for client-level LDP,
and proposed a data perturbation algorithm with adaptive ranges
and a parameter shuffling mechanism to reduce privacy budget
accumulation. However, due to the limited output domain in [48],
input can be accurately inferred from the noisy output even if the
LDP guarantee holds, as demonstrated through our experiments.

Given the shortcomings of existing LDP applications in FL, a
need emerges for a method that tightly secures client privacy with-
out sacrificing model accuracy. Thus, we introduce the Staircase
Randomized Response-based Federated Learning (SRR-FL) frame-
work, which is uniquely characterized by its strategy for converting
the infinite numerical domain into a finite discrete one, partition-
ing the weight space into multiple groups, and having different
perturbation probabilities for different groups.2

The intuition behind assigning higher perturbation probabilities
to values closer to the true weight is to enhance the utility of the
randomization while guaranteeing LDP. By reducing the expected
distortion introduced by the perturbation, the adverse effects on
the model’s accuracy and convergence properties are minimized.

Therefore, the main contributions of this work can be summa-
rized as follows:

(1) To our best knowledge, we take the first first to investigate
the attack performance of FL with LDP. Then, we propose
the first LDP framework for FL (named SRR-FL), providing
a scalable and robust solution, enabling strict client-level
privacy, improving the accuracy of the training model and
enhancing the robustness against the inference attack.

(2) Specifically, SRR-FL addresses the challenge of high vari-
ance among noisy weights in DNNs by introducing adaptive
ranges for data perturbation. It takes the first step to allocate
higher perturbation probabilities to values closer to the true
value, reducing the noise for better utility.

(3) Moreover, the SRR-FL framework mitigates the issue of pri-
vacy budget explosion in LDP in FL by integrating a param-
eter shuffling mechanism. This preserves data privacy and
significantly reduces the global privacy budget (𝜖) across
multiple federated rounds.

(4) The proposed SRR-FL framework is empirically evaluated
on MNIST, Medical-MNIST and CIFAR-10 datasets, demon-
strating its effectiveness in enhancing model performance
while ensuring stringent privacy protection. Besides this, we
also demonstrate the effectiveness of our inference attack on
certain existing LDP in FL works and present how SRR-FL
mitigates the risk of such attacks.

2The staircase randomized response mechanism [55] has demonstrated the state-of-the-
art performance on the utility and privacy trade-off for location data with a discrete
domain by considering the distance between the true location and the perturbed
location while adhering to LDP principles.

The rest of the paper is organized as follows. Section 2 reviews
some preliminaries, and Section 3 shows the vulnerability of the
existing work on the client-level LDP for federated learning. Section
4 presents the details for the SRR-FL framework. Section 5 analyzes
the privacy and utility of the SRR-FL. Section 6 demonstrates the ex-
perimental results. Section 7 reviews the related work, and Section
8 concludes the paper.

2 PRELIMINARIES
In this section, we first describe federated learning, then define
our privacy notion for federated learning, the limitations of exist-
ing work, and finally provide a general overview of our proposed
approach SRR-FL.

2.1 Federated Learning
Federated Learning is an approach to training deep neural models
and being increasingly adopted for its widespread utility. Works
such as [27], [2] and [35] have increased the attention towards FL.
In a federated learning system, there are multiple edge devices con-
taining independent datasets and a server that acts as an aggregator.
First, all the client devices agree with the server on a deep neural
network architecture to be trained. The server then generates a
random set of parameters for the model and shares them with all
the client devices who in turn initialize their local models with
the same. When the federated rounds begin, in each round, the
clients train the local models, update the model parameters with
the local training data and upload the updated model parameters to
the aggregating server. Then, the server combines all the weights
updated from the client devices and create a new global model
update by taking some form of weighted average. Finally, the new
global model is distributed to the clients again and the next feder-
ated round begins. The process between the clients and aggregator
is repeated either for a pre-determined number of federated rounds
or until the model reaches a certain performance threshold.

2.2 Local Differential Privacy
Initial applications of differential privacy to federated learning [4,
16, 18, 21, 36, 40, 64] involved a central trusted aggregator utilizing
the standard model of DP and not the local model. To mitigate the
possibility of an untrustworthy aggregator, differential privacy was
applied to FL with local noise injection in recent works [25, 30, 45].
Essentially, Local Differential Privacy (LDP) [13, 24] is a stronger
privacy model of DP [9–11] to conduct private data collection and
was adopted by organizations such as Google RAPPOR [13] and
Microsoft Telemetry [8] for their data collection. LDP does not
require a trusted data aggregator and it perturbs data locally before
sending it to the server for processing or analysis. Specifically,
instead of sharing the raw values, users use an LDP mechanism Φ
to perturb the raw value 𝑤 locally and instead share Φ(𝑤). This
prevents an attacker from successfully carrying out attacks with
the shared values. This can be formalized as follows,

Definition 1 (𝜖-LDP). A randomized algorithmΦ satisfies 𝜖-local
differential privacy, if and only if for any pair of inputs𝑤1,𝑤2 ∈ 𝐷

and any output 𝑦 of Φ,
𝑃𝑟 [Φ(𝑤1) = 𝑦]
𝑃𝑟 [Φ(𝑤2) = 𝑦] ≤ 𝑒𝜖
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The strength of privacy guaranteed by Φ is determined by the
privacy parameter 𝜖 , also known as the privacy budget. A lower
value of 𝜖 indicates stronger privacy guarantees.

3 VULNERABILITY IN CURRENT
CLIENT-LEVEL LDP MECHANISM FOR FL

Although federated learning succeeds in preventing direct access to
the private data of clients, recent works have proven that inference
attacks can be carried out to infer the underlying training data using
model parameters or the outputs of the trained model [40, 46, 51].

To the best of our knowledge, [48] was the only paper that
achieves acceptable model performance for client-level LDP at a
highly affordable privacy budget. This can be attributed to their
fairly simple data perturbation algorithm consisting of only two
output values that are independent of the specific input. This led
to the introduction of a mathematical guarantee of "zero bias" in
the model weights, thereby providing great model performance.
However, in spite of their client anonymization technique and 𝜖-
LDP guarantees, we found certain situationswhere the server would
be able to infer information about a common property in datasets
across the clients, which may be private to the individual clients. We
will explain in detail how the attack works and how our proposed
SRR-FL algorithm mitigates the risk of this problem drastically.

3.1 Design of the Inference Attack

In LDP-FL [48], the data perturbation algorithm is given by,

LDP-FL : 𝑀 (𝑤 ) =
{
𝑐 + 𝑟 · 𝑒𝜖+1

𝑒𝜖 −1 , w. prob. (𝑤−𝑐 ) (𝑒𝜖 −1)+𝑟 (𝑒𝜖+1)
2𝑟 (𝑒𝜖+1) ,

𝑐 − 𝑟 · 𝑒𝜖+1
𝑒𝜖 −1 , w. prob. −(𝑤−𝑐 ) (𝑒𝜖 −1)+𝑟 (𝑒𝜖+1)

2𝑟 (𝑒𝜖+1)
(1)

As mentioned before, it only has two possible output values,
that are independent of the input and only depend on the privacy
budget 𝜖 , the central value of the domain 𝑐 , and the radius of the
domain 𝑟 . Suppose that a high number of clients conduct federated
learning with a high client selection rate (you select a big fraction
of the clients to proceed with training in every round) and there
exists a common property 𝑃 across the datasets distributed over the
clients which always lead the model weight at a particular location
to take up a value very close to𝑤 after every training round. This
common property can be in the form of presence of a particular
kind of training samples in the datasets across the clients. In such
a situation, all participating clients would invoke the LDP-FL data
perturbation algorithm with nearly the same input value and would
only output one of the two expected output values.

These perturbed weights would provide privacy protection for
the clients. However, the untrusted server can now evaluate the
distribution of these perturbed weights and store them. Over the
several federated rounds being conducted, the server would keep
storing all the updates from clients. After a fairly large number of
rounds, the server will use the historical data it has collected over
the rounds and can, with a high probability, conclude that the raw
weight would have been. This is because the server knows the val-
ues of 𝑐 , 𝑟 and 𝜖 , and with the repeatedly confirmed distribution of
the noisy weight updates, it can work out the equations of the data
perturbation algorithm to approximately determine the original

weight value𝑤 . Let

𝑝 =
number of (𝑐 + 𝑟 · 𝑒𝜖+1

𝑒𝜖−1 ) updates
total number of updates

where 𝑝 is the fraction of one of the updates for a given weight𝑤
in the model. Then,

𝑤𝑖
predicted = 𝑐 + 2𝑟 · (𝑒𝜖 + 1) · 𝑝 − 𝑟 · (𝑒𝜖 + 1)

𝑒𝜖 − 1
(2)

where 𝑤𝑖
predicted is the predicted value for 𝑤 in the 𝑖th federated

round.
The exact mechanism through which the server verifies or val-

idates its prediction for the current weight is as follows. Let us
denote the two output values from the LDP-FL perturbation mech-
anism as 𝐿 and 𝑅. For example, the server initially has no historical
data with it and only has one round’s data, which is the frequency
of 𝐿 and frequency of 𝑅 from the clients after round one. At this
stage the server computes 𝑝 as 𝑝 = 𝑅

𝐿+𝑅 and uses this value to
compute𝑤1

predicted. Note that the sum of the number of responses
for 𝐿 and 𝑅 is equal to the product of the fraction of clients selected
in each round (𝑓𝑟 ) and the total number of clients (𝑛). When the
next round of federated learning begins, the server follows the steps
below to predict and validate the current weight value.

• Step 1: The server computes the frequency of 𝐿 and 𝑅 re-
sponses for the latest round. It pushes these results into it’s
historical data for this particular weight.

• Step 2: The server randomly splits the historical data into
two samples of equal size. Let us denote them as sample_1
and the sample_2.

• Step 3: The server computes𝐿𝑖1 as themean of all𝐿 frequency
values in the entries of sample_1, and 𝑅𝑖1 as the mean of all
𝑅 frequency values in the entries of sample_1. Similarly, 𝐿𝑖2
and 𝑅𝑖2 are computed from sample_2.

• Step 4: The server computes the value𝑤𝑖
predicted_1 using 𝑝

𝑖
1

(which is computed using𝐿𝑖1 and𝑅
𝑖
1) and the value𝑤

𝑖
predicted_2

using 𝑝𝑖2 (which is computed using 𝐿𝑖2 and 𝑅
𝑖
2). The smaller

the difference between𝑤𝑖
predicted_1 and𝑤

𝑖
predicted_2, themore

confidence with which the server concludes that the actual𝑤
value is either the same or very close to𝑤𝑖

predicted (computed
using overall 𝑝 (𝐿𝑖 and 𝑅𝑖 )).

3.2 Performance of Inference Attack
To assess the scope and strength of this kind of attack, we simulate
the attack on the LDP protocol following the design of [48], with
varying numbers of clients, domain sizes, privacy budgets and
number of rounds. The metric for attack performance is the error
in prediction with respect to the domain size, which is given by the
ratio of the absolute difference between the original and predicted
mean weight and the size of the domain. Note that a lower value
denotes better attack performance. The attack setting is detailed in
the Appendix. As shown in Table 1, with 𝜖 = 1, after 50 federated
rounds, the server was able to filter down the location of the original
𝑤 value to 0.46% of the domain. This means that if our domain had
1000 possible values for 𝑤 , our attack filtered it down to nearly
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4 possible values. As the 𝜖 becomes larger, the predicted weight
is closer to the true weight since the prediction error is less (e.g.,
0.28%). Therefore, as long as there exists a global property among
the datasets, that leads a given set of weights to converge to the
same value every time, the design of the perturbation algorithm
in [48] is unable to protect those weights from leaking with an
affordable value of 𝜖 . These predicted weight values can be sufficient
for the attacker to achieve the membership inference attacks [46]
and infer sensitive information about the local datasets on the client
side, which entirely compromises the motivation behind using local
differentially private FL. Increasing the input domain size might
raise the absolute error in our prediction, but it is known that a
larger input domain results in higher variance in noisy weights,
leading to poor model performance. More detailed results are given
in the Appendix.

Table 1: Prediction error for inference attacks on [48] vs. 𝜖
(w.r.t. domain size)

𝜖 1 2 3 5 8 10
rounds=50 0.46% 0.33% 0.31% 0.28% 0.28% 0.29%

Summary. The root cause of this problem is that the server knows
that there are only two possible outputs from the data perturbation
algorithm, where the count distribution of two outputs causes pri-
vacy leakage. With a high number of clients, the server is able to
roughly reconstruct the probability distribution of the LDP mecha-
nism which would have been used by the clients to perturb the data.
Once the probabilities are known, it is a matter of re-working the
equations to arrive at𝑤 . Thus, the output domain is very important
in protecting the weight privacy of clients. SRR-FL, as discussed
in the following section, combats this problem by considering the
entire input domain as possible output values.

4 FRAMEWORK OF SRR-FL
4.1 Overview of SRR-FL
We now illustrate the major components of SRR-FL. SRR-FL system
is made up of 𝑁 edge devices hosting independent training data
and one server that acts as an aggregator of the parameter updates
and conducts the training process in a federated fashion.

(1) LocalUpdate: The clients first receive updatedmodel weights
from the server along with any other relevant messages.
These weights are used to update the local models. The de-
vices then start training the models in parallel using their
local datasets and optimize their model weights. After the
training finishes, the model weights are perturbed using the
Staircase Randomized Response scheme (discussed from 4.2).
The perturbed model weights would satisfy 𝜖-LDP and make
weights indistinguishable accordingly. These perturbedweights
are sent to the server using a stripping and shuffling scheme,
which keeps the identity of the incoming updates anony-
mous. The details of the shuffling mechanism for federated
learning are given in Section 4.5.

(2) Server Update: In the 𝑘𝑡ℎ
𝑖
, 𝑖 ∈ [1, 𝑁 ] federated round, the

server randomly selects𝑚 edge devices to go ahead in this
round and sends them the current global model (model on

the server) weights (where𝑚 ≤ 𝑁 ). These𝑚 devices then
perform local updates independently. After receiving the
noisy values, aggregation is done by the server to update the
global model weights. The updated weights are also returned
back and shared with these edge devices so that they update
their local models. Our approach assumes that the identity
of the edge devices is unknown to the server, hence they
remain anonymous.

4.2 Staircase Randomized Response
Recall that LDP-FL [48] applies LDP to federated learning, which
has only two perturbation probabilities (Equation 1). As a result, the
lack of fine-grained perturbation probabilities and outputs can limit
the optimization of utility. Motivated by the current limitations in
privacy protection and utility maximization, we propose an LDP
framework for federated learning, named the Staircase Random-
ized Response Federated Learning (SRR-FL). This new approach
balances strict privacy protection with enhanced utility. SRR-FL
benefits from a novel Staircase Randomized Response (SRR) [55]
mechanism. The SRR mechanism differentiates by allocating vari-
ous perturbation probabilities across different value groups within
the domain, an approach proven successful in location-based ser-
vices. The intuition behind the mechanism is that assigning higher
perturbation probabilities to values closer to the true value en-
hances the randomization scheme’s performance and utility while
maintaining 𝜖-LDP guarantees. In order to implement this, it is
necessary to assess and quantify the distance between the input
value𝑤 and the output value 𝑦. As a result, the set of perturbation
probabilities should be predetermined for all possible output values
𝑦 given a specific input value𝑤 .

We formally define the perturbation probabilities of all possible
output values from a given input value𝑤 as follows based on SRR
[55]. For any input value𝑤 in the given domain 𝐷 , all possible out-
put values can be partitioned into𝑚 groups𝐺1 (𝑤),𝐺2 (𝑤), . . . ,𝐺𝑚 (𝑤)
based on their distance from𝑤 . It is important to note that the parti-
tioning here is dependent on the input value𝑤 . Therefore, for each
input value 𝑤 , the𝑚 groups and their perturbation probabilities
will be computed as:

SRR : ∀𝑤 ∈ 𝐷, 𝑝 (𝑦 |𝑤) =


𝛼1 (𝑤), if 𝑦 ∈ 𝐺1 (𝑤)
.
.
.

.

.

.

𝛼𝑚 (𝑤), if 𝑦 ∈ 𝐺𝑚 (𝑤)

(3)

where 𝛼1 (𝑤), 𝛼2 (𝑤), ..., 𝛼𝑚 (𝑤) are the perturbation probabilities
of the𝑚 groups partitioned from 𝑤 based on their distance. The
difference between the perturbation probabilities of two adjacent
groups is also the same among 𝛼1 (𝑤), ..., 𝛼𝑚 (𝑤). Note that the sum
of perturbation probabilities for each input value𝑤 should satisfy:
Σ𝑖∈[1,𝑚]Σ𝑦∈𝐺𝑖 (𝑤 )𝑝 (𝑦 |𝑤) = 1.

Revised SRR for FL (SRR-FL). There are two key steps of the SRR
mechanism: (1) the computation of optimal group numbers m value;
(2) the group partitioning scheme with encoding the coordinates
into bits by a hierarchical structure. The SRR mechanism deals
with a finite set of discrete locations, which is similar to most LDP
mechanisms. However, in this work, the domain of model weights is
unknown and can be any real value. Thus the domain should be an
infinite real value. If LDPwere directly applied to an infinite domain,
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Figure 1: Overview of SRR-FL: There are 𝑛 clients, each of which holds some local training data. The local models are trained
on local data, perturbed with SRR, and uploaded to the server (after shuffling). The server aggregates these updates and derives

the global model, which can be shared with the clients. These steps repeat until convergence.

the utility would be sacrificed significantly as a result of the large
domain. To overcome this limitation, we convert the continuous
range of values under consideration into a set of discrete values
using some parameters and have different schemes to compute the
perturbation probabilities, discussed in Section 4.3. Besides, the
mechanism SRR in [55] can only protect the values of users, which
can still lead to side-channel attacks identifying users/devices based
on the other information of a system (e.g., time, power) [26, 54].
However, SRR-FL could provide client-level protection that protects
both the value and identity of each device.

4.3 Domain Discretization and Partition
Given themodel weights are real values in our application, a distinct
approach is required to categorize the domain into groups for a
specific weight 𝑤 . Initially, the domain of infinite real numbers
is transformed into a finite set of discrete values, facilitating the
application of the LDP mechanism through domain conversion
parameters.

Specifically, we first consider the parameters 𝑐 and 𝑟 , which
limits our initial domain spanning (−∞,∞) to (𝑐 − 𝑟, 𝑐 + 𝑟 ). The
values of 𝑐 and 𝑟 can be varied for a specific application. We assume
that the values of a particular model weight always fall in the
proposed range and accordingly decide 𝑐 and 𝑟 for it. Varying these
parameters for different weights in the model helps us prevent high
variance among perturbed weight values which is a commonly
prevalent issue when applying LDP to deep neural networks. For
weights that do not vary hugely, 𝑟 can be set to a lower value as
compared to weights that vary by huge margins.

Using parameter 𝑟 makes the considered domain finite in terms
of boundaries, but still does not make the domain discrete. This
motivates us to consider a precision parameter 𝑝 , using which we
divide the domain [𝑐 − 𝑟, 𝑐 + 𝑟 ] into a set of discrete values starting
from 𝑐 − 𝑟 up to 𝑐 + 𝑟 with a precision of 10−𝑝 . Therefore, the
parameter 𝑝 converts the continuous range [𝑐 − 𝑟, 𝑐 + 𝑟 ] into a set
of discrete values in the same range with a precision limited to the
𝑝𝑡ℎ decimal place. To avoid dealing with floating point numbers,

we can map each value in this range to an integer in the range
(𝑐 · 10𝑝 − 𝑟 · 10𝑝 , 𝑐 · 10𝑝 + 𝑟 · 10𝑝 ).

Note that we approximate 𝑐 and 𝑟 to the nearest decimal with
precision 10𝑝 before determining the domain. Using both these pa-
rameters converts the continuous infinite real domain to a discrete
finite set of real values. Existing LDP mechanisms based on random-
ized response can now be intuitively applied to the transformed
domain. To apply SRR, we still need to partition this transformed
domain into𝑚 groups based on the distance from input value𝑤 .

Utilizing numerical differences to measure the distance between
values in our domain allows for flexibility in assigning group sizes.
The naive approach would be to divide the domain into𝑚 equally-
sized groups. However, this approach does not harness the true
capability of SRR. Hence, the sizes of groups will be considered
to be an arithmetic progression, with the size increasing by a con-
stant value Δ(𝑑) from the closest group to the farthest group to𝑤 .
Formally, the sizes of the groups are going to be of the form:

|𝐺 𝑗 (𝑤) | = |𝐺1 (𝑤) | + 𝑧 · Δ(𝑑) (4)

where 𝑗 ∈ [1,𝑚] and 𝑧 = 0, 1, 2, ...,𝑚−1. |𝐺1 (𝑤) | denotes the size
of the closest group to𝑤 and Δ(𝑑) denotes the constant group size
difference between adjacent groups. Hence the𝑚 groups would be
𝐺1 (𝑤),𝐺2 (𝑤), ...,𝐺𝑚 (𝑤), where the group size increases by Δ(𝑑)
from left to right. This approach increases the size of farther groups
whose perturbation probability is already diminished. This effec-
tively decreases the perturbation probabilities for values distant
from𝑤 by a large margin, thereby further improving the utility of
SRR in its application to FL. The value of Δ(𝑑) has to be strictly
less than an upper limit for a given𝑚, 𝑝 and 𝑟 to prevent |𝐺1 (𝑤) |
from being zero. The maximum of Δ(𝑑) can be computed as:

Δ(𝑑)𝑚𝑎𝑥 =
2 · (2 · 𝑟 · 10𝑝 + 1)

𝑚 · (𝑚 − 1) (5)

Once a suitable Δ(𝑑) has been determined, the sizes of all groups
for a given 𝑚, 𝑟 and 𝑝 can be computed. The size of the closest
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Figure 2: Example of perturbation probability distribution in SRR-FL (𝑐 = 0.0, 𝑟 = 0.075) for different input values.

group |𝐺1 (𝑤) | can computed as follows,

|𝐺1 (𝑤) | = 1
2
·
[
2 · (2 · 𝑟 · 10𝑝 + 1)

𝑚
− (𝑚 − 1) · Δ(𝑑)

]
(6)

Consequently |𝐺2 (𝑤) |, |𝐺3 (𝑤) |, · · · , |𝐺𝑚 (𝑤) | can be calculated
by adding Δ(𝑑) successively.

Therefore, for every layer in our deep neural network, we fix the
parameters𝑚, 𝑐 , 𝑟 and 𝑝 independently. This allows for a flexible
data perturbation mechanism that is computationally efficient and
quick while keeping strong local differential privacy guarantees.

4.4 Staircase Perturbation Probabilities
There exist previous works applying the notion of a staircase mecha-
nism in differential privacy [17]. Notice that the Probability Density
Function (PDF) of SRR has a similar shape to the PDF in the above
work, which utilizes the staircase mechanism for different groups
to satisfy 𝜖-DP. Recall that in our mechanism the possible output
values can be partitioned into𝑚 groups based on their distance to
the input value𝑤 . Now the formal definition of the perturbation
probabilities of the output values based on𝑤 is as follows.

For any two output values 𝑦1 and 𝑦2 belonging to neighboring
groups, 𝑦1 ∈ 𝐺 𝑗 (𝑤) and 𝑦2 ∈ 𝐺 𝑗+1 (𝑤), we have the perturbation
probability 𝑞(𝑦1 |𝑥) = 𝑞(𝑦2 |𝑥) + Δ(𝑤), where Δ(𝑤) ∈ [0, 1) is the
constant probability difference between values in any neighboring
groups for a given input 𝑤 . This ensures that probabilities are
highest for values nearest to𝑤 and decrease for those increasingly
distant within the domain. Therefore, The perturbation probability
for an input𝑤 to an output𝑦 decreases as𝑦 moves to further groups
with respect to𝑤 .

Let us denote 𝛼𝑚𝑎𝑥 (𝑤) and 𝛼𝑚𝑖𝑛 (𝑤) as the maximum and min-
imum probabilities among the set of perturbation probabilities
for m groups respectively. Then we have 𝛼𝑚𝑎𝑥 (𝑤) = 𝛼1 (𝑤) and
𝛼𝑚𝑖𝑛 (𝑤) = 𝛼𝑚 (𝑤). Note that 𝑘 =

𝛼𝑚𝑎𝑥 (𝑤 )
𝛼𝑚𝑖𝑛 (𝑤 ) ≥ 1. Thus,

Δ(𝑤) = 𝛼𝑚𝑖𝑛 (𝑤) · (𝑘 − 1)
𝑚 − 1

(7)

Notice that the sum of perturbation probabilities for all possi-
ble outputs is 1. It is worth noting that, in SRR for locations [55],
the sizes of the groups |𝐺1 (𝑤) |, |𝐺2 (𝑤) |, · · · , |𝐺𝑚 (𝑤) | may be dif-
ferent for different location 𝑤 . Unlike it, the sizes of the groups
|𝐺1 (𝑤) |, |𝐺2 (𝑤) |, · · · , |𝐺𝑚 (𝑤) | are the same for different𝑤 ∈ 𝐷 in
SRR-FL. Thus 𝑘 should be bounded by 𝑒𝜖 (privacy bound in Section

5.1). To fully utilize the privacy budget, the value of 𝑘 should be
equal to 𝑒𝜖 .

Therefore, given the differences of perturbation probabilities for
output values in different groups in Equation 7, sizes of different
groups, the perturbation probabilities can be derived as follows,

𝛼𝑚𝑖𝑛 (𝑤) = 𝑚 − 1
(𝑚 − 1) · 𝑑 · 𝑒𝜖 − (𝑘 − 1) · Σ𝑚

𝑗=2 [( 𝑗 − 1) · |𝐺 𝑗 (𝑤) |]

𝛼𝑚𝑎𝑥 (𝑤) = 𝑒𝜖 · 𝛼𝑚𝑖𝑛 (𝑤) (8)

𝛼𝑖 (𝑤) = 𝛼1 (𝑤) − (𝑖 − 1) · Δ(𝑤)
where 𝑑 is the domain size which is equal to 2 · 𝑟 · 10𝑝 + 1.

AdaptiveRangeData Perturbation in SRR-FL. Given theweights
𝑊 of a model, our algorithm 𝑀 returns a perturbed𝑊 ∗, by ran-
domizing each weight in𝑊 using SRR-FL (subject to the param-
eter constraints of the weight). Every 𝑤𝑖 ∈ 𝑊 have the parame-
ters 𝑐𝑖 , 𝑟𝑖 , 𝑝𝑖 ,𝑚𝑖 that are globally agreed upon. Then, our mecha-
nism 𝑀 perturbs the weights of a model with Equation 3. Specif-
ically, with the given fixed parameters 𝑚, 𝑟 , 𝑐 , 𝑝 , we can learn
the finite domain size and the size of each group |𝐺1 (𝑤) |, |𝐺2 (𝑤) |,
· · · , |𝐺𝑚 (𝑤) | with Equation 4, 5, and 6. The perturbation probabili-
ties 𝛼1 (𝑤), 𝛼2 (𝑤), · · · , 𝛼𝑚 (𝑤) can be determined with correspond-
ing group size and given 𝜖 . The example of perturbation probability
distribution in SRR-FL is illustrated in Figure 2. Thus, the perturba-
tion probability distribution is constructed completely. Note that the
group sizes in our mechanism are independent of the input value
𝑤 and hence remain constant given that we fix our domain range
and precision. After each round, these parameter values𝑚, 𝑟, 𝑐, 𝑝

can be re-evaluated for every model weight and changed according
to any new information.

4.5 Parameter Shuffling
In federated learning, the requirement for clients to send parameter
gradient updates to the server across several rounds, with SRR-FL
preprocessing each update, significantly increases privacy budgets
due to sequential composition [11]. This escalation is more pro-
nounced over numerous training rounds, weakening privacy guar-
antees. A solution involves anonymizing the link between updates
and their originating clients across rounds, thus improving pri-
vacy by disassociating consecutive updates from individual clients.



Towards Accurate and Stronger Local Differential Privacy for Federated Learning with Staircase Randomized Response CODASPY ’24, June 19–21, 2024, Porto, Portugal

The implementation of this strategy varies based on server-client
coordination.

Note that there exist previous works [18, 20, 32] that have em-
ployed model shuffling, which works fairly well for simple neural
networks. However, when LDP is applied to more complex deep
neural networks participating in FL, this mechanism fails to prevent
the explosion of the privacy budget due to the high dimensionality
of the model parameters. To address this issue, a parameter shuf-
fling mechanism, as introduced in [48], is applied. This mechanism
is implemented through a two-step process. First, the model is split
into its constituent weights, and each weight is then tagged with an
identification marker that uniquely identifies the weight location
in the model structure. The next step involves sampling a random
latency 𝑡 from the uniform distribution𝑈 (0,𝑇 ), where 𝑇 > 0. This
latency is sampled for each and every weight and the client waits
for 𝑇max + 𝑡 𝑗 time before sending the 𝑗 th model parameter. Here,
𝑇max =𝑚𝑎𝑥 𝑗 (𝑇 𝑗

comp. time +𝑇
𝑗

comm. time), where𝑇
𝑗

comp. time stands for

the local computation time of the 𝑗 th client and 𝑇 𝑗

comm. time stands
for the communication delay of the 𝑗 th client. 𝑡 𝑗 is the random
variable sampled from the uniform distribution𝑈 (0,𝑇 ), where 𝑇 is
agreed upon between the clients before the iteration starts. In other
words, 𝑇max is the time the slowest client would take to respond
back when there is no parameter shuffling. Therefore, the delay of
the updates would depend upon the slowest client in our system.
Note that we are only adding a constant value of a random variable
sampled from a uniform distribution and hence the delays are still
random and uniformly distributed. The value of 𝑇max can also be
computed before the start of each round by using the client’s re-
port of their communication and computation times based on their
communication settings and hardware capabilities.

The approach can support a small 𝑇 value, as long as the clients
and the server support it enough to add necessary randomness to
the shuffling. However, it is better to set it to a slightly larger value
to accommodate things such as synchronization issues, randomness
in local computation and unforeseen communication delays.

5 PRIVACY UTILITY AND ANALYSIS
5.1 Privacy Analysis
For the perturbation mechanism for model weights, we have the
following privacy bound.

Theorem 5.1. With the given𝑚, 𝑘 , 𝑑 , Staircase Randomized Re-
sponse (SRR) satisfies 𝜖-local differential privacy in each round, where

𝜖 = log(𝑘) (9)

Proof. In SRR-FL, for any pair of inputs𝑤1,𝑤2 from our domain
and output value 𝑦, the maximum perturbation probability 𝑞(𝑦 |𝑤1)
(the maximum probability of 𝑦 being sampled from the input𝑤1)
is given by 𝛼𝑚𝑎𝑥 (𝑤1), which is the output value sampled from
the closest group w.r.t. 𝑤1. Similarly, the minimum perturbation
probability 𝑞(𝑦 |𝑤2) (the minimum probability of 𝑦 being sampled
from the input𝑤2) is given by 𝛼𝑚𝑖𝑛 (𝑤2), which is when the output
value is from the farthest group with respect to𝑤2. Therefore, the
maximum value of 𝑃 [Φ(𝑤1 )=𝑦 ]

𝑃 [Φ(𝑤2 )=𝑦 ] is given by 𝛼𝑚𝑎𝑥 (𝑤1 )
𝛼𝑚𝑖𝑛 (𝑤2 ) . We know that

according to our definition of perturbation probabilities and group
sizes, the values 𝛼𝑚𝑎𝑥 and 𝛼𝑚𝑖𝑛 are independent of the input value

𝑤 . We also know that 𝛼𝑚𝑎𝑥 (𝑤) = 𝑘 · 𝛼𝑚𝑖𝑛 (𝑤). Hence, the value of
𝑃 [Φ(𝑤1 )=𝑦 ]
𝑃 [Φ(𝑤2 )=𝑦 ] is bounded by 𝑘 , which means 𝜖 is log(𝑘). □

Hence, given our target privacy budget 𝜖 , we can calculate the
perturbation probability ratio 𝑘 as 𝑒𝜖 . Note that 𝜖 alone does not de-
termine the privacy, but parameters 𝑟 and 𝑝 also determine the scale
of the domain 𝑑 using which the raw value has been randomized.
Privacy Guarantee with Parameter Shuffling. Parameter Shuf-
fling is an important aspect of SRR-FL as it removes the curse of
high dimensionality among deep neural networks with respect
to privacy budget explosion. With our shuffling approach, the pa-
rameters are split and anonymously uploaded to the server with
random latencies sampled in between. This ensures that the server
cannot link any two updates as being from the same client, either
within the same round or across different rounds, which relieves
the sequential composition. Additionally, parameter shuffling also
provides privacy amplification [12], further enhancing the privacy
of clients’ data. Shuffling after local randomization can adjust the
privacy bound of central model (which can be converted from LDP)

to (𝜖′, 𝛿)-DP in the server side, where 𝜖′ = 12𝜖
√︃

log(1/𝛿 )
𝑁

and 𝑁 de-
notes the number of clients. Recent studies [14, 20] have refined the
assessment of this amplified privacy, enabling more precise privacy
budget management. Incorporating these enhanced privacy bounds
with sophisticated privacy accounting methods [56, 60] further di-
minishes the cumulative privacy budget, significantly bolstering
data protection in federated learning environments.
Mitigating the Risks against the Designed Inference Attack.
Even if the number of clients is so high as to match the size of
our current input domain, it is practically impossible to estimate
the frequency of all possible output values and re-construct the
probability distribution. SRR-FL also facilitates shaping of the input
and output domain through precision parameter 𝑝 and increasing
it exponentially growing the concerned domain and preventing
the server from carrying out such attacks, even from updates of
multiple rounds. Additionally, the fact of “zero bias” to the weight
values in [48] was also leveraged in our attack. SRR does not have
such a guarantee and the bias introduced by SRR-FL depends on the
weight values𝑤𝑖 , which is unknown to the server. Hence, SRR-FL
not only offers impressive model performance but does so with
affordable privacy guarantees that are robust and difficult to break.

5.2 Utility Analysis
Our utility analysis focuses on the error bound, ensuring that the
model maintains high accuracy with strict LDP guarantee.

Theorem 5.2. The expected value of 𝐿1 error bound for any client
in one round of SRR-FL is bounded by 𝐿1 ≤ 𝑟 .

Proof. The expected value of the 𝐿1 error bound for a parameter
𝑤 on a client 𝑖 is given by,

𝐸 [|𝑤𝑖 −𝑤∗
𝑖 |] =

∑︁
𝑗∈[1,𝑚],𝑤∗

𝑖
∈𝐺 𝑗

( |𝑤𝑖 −𝑤∗
𝑖 | · 𝛼 𝑗 (𝑤𝑖 ))

This is 𝐿1 error bound for one parameter 𝑤𝑖 on the 𝑖𝑡ℎ client.
To get the 𝐿1 error bound for any client in one round, we take the
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Figure 3: Effect of parameters 𝑓𝑟 (fraction of clients selected), 𝑝 (domain precision) and𝑚 (number of partition groups in SRR-FL)
across different datasets.

maximum overall clients’ 𝐿1 error bounds for 𝑤 . That is, for 𝑁
clients, the 𝐿1 error bound would be,

𝐿1 =
𝑁max
𝑖=1

(𝐸 [|𝑤𝑖 −𝑤∗
𝑖 |])

Hence, we consider the case where the value 𝐸 [|𝑤𝑖 −𝑤∗
𝑖
|] will

be the maximum in case that𝑤𝑖 is equal to either of the extreme
values in our clipped discrete domain. That is, when𝑤𝑖 = 𝑐 − 𝑟 or
when𝑤𝑖 = 𝑐 +𝑟 . Without loss of generality, let us assume𝑤𝑖 = 𝑐 +𝑟 .
Then, the value of 𝐸 [|𝑤𝑖 −𝑤∗

𝑖
|] turns out to be

𝐸 [|𝑤𝑖 −𝑤∗
𝑖 |] =

∑︁
𝑗∈[1,𝑚] ],𝑤∗

𝑖
∈𝐺 𝑗 (𝑤𝑖 )

(
|𝑤𝑖 −𝑤∗

𝑖 | · 𝛼 𝑗 (𝑤𝑖 )
)

=
∑︁

𝑗∈[1,𝑚] ]

©«
∑︁

𝑤∈𝐺 𝑗 (𝑐+𝑟 )

(
|𝑐 + 𝑟 −𝑤 | · 𝛼 𝑗

)ª®¬
In the worst setting of SRR-FL (that is when 𝑘 = 1), all the

perturbation probabilities converge to a single value, that is, 𝛼1 =
𝛼2 = · · · = 𝛼𝑚 = 1

𝑑
, where 𝑑 represents the size of the domain.

Then the expression simplifies into,

𝐸 [|𝑤 −𝑤∗ |] = 1
𝑑
·
∑︁
𝑤∈𝐷

( |𝑐 + 𝑟 −𝑤 |) = 1
𝑑
·
𝑖=2·𝑟 ·10𝑝∑︁

𝑖=0
(𝑖 · 10−𝑝 )

=
1

2 · 𝑟 · 10𝑝 + 1
·
𝑖=2·𝑟 ·10𝑝∑︁

𝑖=0
(𝑖 · 10−𝑝 ) = 𝑟

Therefore, in the worst case, the expected value of 𝐿1 is upper
bounded by 𝑟 . Thus, this completes the proof. □

6 EXPERIMENTS
6.1 Experimental Settings
Our SRR-FL framework was evaluated using three benchmark im-
age datasets: MNIST [7], Medical-MNIST [65], and CIFAR-10 [28],
focusing on image classification tasks. We utilized a two-layer neu-
ral network for MNIST and adapted VGG-like models for Medical-
MNIST and CIFAR-10. Experiments varied parameters to assess
their impact on SRR-FL, ensuring equal class distribution across
clients’ datasets. The setup followed existing settings used in work
[34] for client number 𝑁 and selection ratio 𝑓𝑟 , with all model
weights confined to specified domains for consistency. We explored
the framework’s utility through four experimental groups, examin-
ing classifying accuracy over federated rounds, client numbers, and

privacy budgets (𝜖 is used for each round before shuffling; the total
privacy loss can be significantly reduced compared to sequential
composition after applying shuffling [12] and advanced composi-
tion or budget accountants, e.g., [14, 20, 56, 60]), and the influence
of various parameters. Comparisons against the GRR (which is a
commonly adopted LDP mechanism with some optimality, e.g., for
relatively large 𝜖) and a noise-free scenario highlighted SRR-FL’s
enhanced utility and privacy.

6.2 Performance on Parameters
In our initial group of experiments, we assessed how selecting dif-
ferent fractions of clients (𝑓𝑟 ), domain precision (𝑝), and partition
group numbers (𝑚) in SRR-FL influence model accuracy compared
to a noise-free model, fixing 𝑁 = 100. As shown in Figure 3a,
increasing 𝑓𝑟 notably improves CIFAR-10 performance but has a
minor effect on MNIST and Medical-MNIST. Optimal domain pre-
cision was found at 𝑝 = 4 for all datasets, optimizing SRR-FL’s
performance (see Figure 3b). Furthermore, adjusting 𝑚 revealed
that accuracy benefits from lower𝑚 values, particularly beyond
𝑚 = 75 (see Figure 3c). Consequently, future tests will utilize high
𝑓𝑟 , 𝑝 = 4, and low𝑚.
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Figure 4: Effect of privacy parameter 𝜖 and adaptive setting
across different datasets.

The second set of experiments varied the privacy budget (𝜖) to
observe accuracy changes, demonstrating improved performance
with higher 𝜖 values across datasets (Figure 4a). For MNIST, SRR-FL
achieved 94.3% accuracy at 𝜖 = 3 and 96.2% at 𝜖 = 5. Medical-
MNIST also reached up to 94% accuracy at 𝜖 = 3. Examining the
adaptive setting’s impact, SRR-FL showed significant improvements,
particularly for CIFAR-10, where accuracy jumped from 22.4% to
64.2% with adaptive ranges (Figure 4b). This highlights the effec-
tiveness of adaptive range settings, especially benefiting CIFAR-10
performance, aligning closely with noise-free model accuracy.
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Figure 5: Comparison results of number of clients (𝑁 ) across different datasets.
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Figure 6: Comparison results of different LDP mechanisms with federated learning across different datasets.

6.3 Comparative Evaluation of Models
In the third group of experiments, we first compare the performance
of the proposed SRR-FL with the noise-free model and see the
utility with varying client numbers 𝑁 , as shown in Figure 5. The
accuracy of SRR-FL is all beyond 95% with different client numbers
for MNIST and Medical-MNIST datasets. The accuracies of SRR-FL
are all beyond 60% with different client numbers for the CIFAR-10
dataset. It is worth noting that the accuracy difference between the
SRR-FL and noise-free model for all three datasets is very slight no
matter what the client numbers are. Thus, we can conclude that
the parameter 𝑁 slightly affects the SRR-FL performance.

To compare the performance of SRR-FL with another LDP mech-
anism for FL, we fix the client number 𝑁 = 100 and see the per-
formance of the proposed SRR-FL with the noise-free model and
GRR model, varying communication round number 𝑅. As shown in
Figure 6a, the accuracy of the proposed SRR-FL increases with more
communication rounds and has a similar trend with the noise-free
model. Specifically, SRR-FL can achieve 96.2% accuracy on MNIST,
which is close to noise-free setting (97.9% accuracy) at around the
same number of communication rounds. The GRR scheme for FL is
not able to retain this level of accuracy since the accuracy is around
10% to 20%. Thus the performance of SRR-FL outperforms the ex-
isting GRR mechanism in federated learning. We can observe the
same trend in the Medical-MNIST and CIFAR-10 datasets, shown
in Figure 6b and 6c.

Although we have above similar trends among three datasets,
on the CIFAR-10 dataset, SRR-FL can only achieve 64.2% accuracy
with a privacy budget of 𝜖 = 5 after 20 rounds. For reference, noise-
free FL achieved 69.5% accuracy in the same number of rounds.

Thus, you can see the accuracy increases very slowly for the CIFAR
dataset compared to the other two datasets. For SRR-FL, it generally
requires 3 and 10 communication rounds to achieve near-optimal
accuracy of the noise-free model for MNIST and Medical-MNIST
datasets. This can be justified as it is trivial to notice that more
complex model training on complex datasets in FL would require
more communication rounds to converge to an optimal model.

It is worth noting that Bhowmick et al. [1], the first to apply LDP
with FL, suffered with high variance from their approach and as
a result required a very high privacy budget (around 𝜖 = 500 for
MNIST) and also many communication rounds (𝑅 = 200). [50] used
𝛼-CLDP as their LDP mechanism and achieved 86.93% accuracy on
the FMNIST dataset. However, their approach also suffered from an
exploding privacy budget for achieving this performance, leading
to a very poor privacy guarantee. With strict privacy protection,
the accuracy should be worse. Focusing on a shuffled model for
LDP-FL, the work by [19] achieved an accuracy of approximately
76.7% on the MNIST dataset with a privacy budget of 𝜖 = 5, without
prioritizing accuracy enhancement.

6.4 System Performance
SRR-FL includes a pre-computation step where depending on the
parameters, the server would need to compute the perturbation
probabilities, group sizes and group boundaries for every possible
input 𝑥 . However, unlike native SRR [55], in our framework, the
group sizes are independent of the input given, which makes the
pre-computation step comparatively easier. It is also important to
note that the pre-computation step is usually carried out before the
federated learning steps start, and therefore would not affect the
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latencies that could occur during FL. In our experiments, we were
able to finish the pre-computation step within a few seconds even
for domains with a high precision value.

The latency would be during the communication between clients
and server, which is bounded by 𝑛𝑤 ·𝑇 , where 𝑛𝑤 is the number
of parameters and 𝑇 is the value we are using for the uniform
distribution to sample latencies. An experiment on MNIST (10 com-
munication rounds) could be completed within 60 - 90 minutes.

The models designed for Medical-MNIST and CIFAR-10 were
much larger, with the model for Medical-MNIST consisting of
5, 611, 878 trainable parameters and the model for CIFAR-10 consist-
ing of 2, 169, 770 trainable parameters. For both, perturbing all the
model weights also causes a considerable latency on top of training.
On average, we observed an average latency of 0.698 seconds on
the client side for MNIST (20, 490 trainable parameters), an average
latency of 75.98 seconds on the client side for CIFAR-10 (2, 169, 770
trainable parameters) and an average latency of 158.45 seconds
for Medical-MNIST dataset (5, 611, 878 trainable parameters). As
seen from the results, the latency introduced by the application of
SRR-FL on the client side varies linearly with the model size.

In the pre-computation step for SRR on the server, additional
memory is utilized to store computed values, which might exceed
the requirements of other LDP implementations in Federated Learn-
ing FL. However, this extra memory usage is minimal, especially
when considering the server’s role in managing and storing all
incoming model updates from various clients.

7 RELATEDWORK
Federated learning, aimed at protecting user data privacy, faces sig-
nificant security and privacy challenges. Yang et al. [66] proposed
secure federated learning to address these issues, underscoring
the necessity for robust security in distributed learning environ-
ments. Bonawitz et al. [2] further examined the high-level design
challenges and potential solutions in secure federated learning,
identifying open problems and future research directions.

In the past decade, Differential Privacy (DP) [10, 11] has been
recognized as the de facto rigorous privacy solution for learning
algorithms [38, 53] in many different domains, such as numeric
data [58], texts [22], videos [57], graphs [44], trajectories [31], and
streaming data [15]. Thus, in the context of federated learning,
there are existing works [5, 37, 47, 50, 67] that leverage DP to pre-
serve instance-level DP in federated learning while [18, 68] preserve
client-level DP in FL. Despite its effectiveness, DP’s formal quantifi-
cation of privacy leakage remains a topic for further refinement. To
address the limitations of DP-FL, which relies on a trusted aggrega-
tor, LDP has been proposed as a more secure alternative. In LDP-FL,
data is perturbed locally on each client before being sent to the
aggregator, providing privacy protection even if the aggregator is
compromised. Chamikara et al. [33] proposed a new LDP FL proto-
col, which is designed for industrial settings with untrusted entities.
[1] presented practicable approaches to large-scale locally private
model training that were previously impossible, showing theoret-
ically and empirically that the proposed work can fit large-scale
image classification and language models with little degradation in
utility. However, these two works do not consider the composition
of privacy budget with multiple rounds. Wang et al. [59] is also

based on LDP, but it needs assumption on the training data (e.g., the
topic distribution of users) for deriving the perturbation probabili-
ties (otherwise, the LDP would be violated). Sav et al. [43] proposed
FedPAQ, a communication-efficient FL method using periodic av-
eraging and quantization. Collectively, these studies showcase the
diverse applications and progress in the field.

8 CONCLUSION
Applying LDP technique to federated learning is a good solution
to protect the model weights from each client. However, LDP tech-
nique may sacrifice the utility of federated learning while preserv-
ing privacy. In this paper, we first expose the privacy leakage in the
work [48] (the best performing LDP in FL work to the best of our
knowledge) and argue for a more effective LDP mechanism balanc-
ing optimal performance with stringent privacy. We introduce the
SRR-FL framework, enhancing LDP in FL and demonstrating better
performance and robust privacy compared to existing methods. Our
findings highlight SRR-FL’s significant advantages in both utility
and privacy protection.
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APPENDIX
Detailed Evaluation for the Inference Attack

The Setting of Attack. Extensive experiments were conducted to
simulate the inference attack on [48] (detailed in Section 3.1). In
the simulation of attack, we assume that the value𝑤 in the input
domain is approximately the value to which all models should
converge after every round and that the mean of values across
all models would be very close to 𝑤 . Then, by considering the
factor that model weights may not always be equal to𝑤 for various
reasons, a tolerance parameter is set to ensure the mean of 𝑤𝑖 ’s
across models is close to 𝑤 and the model weight of each client
varies from𝑤 . Then, 𝑛 random numbers were generated around𝑤
with a standard deviation of 𝜎 . These values represent the value
of this particular weight that the 𝑛 models converged to across
the clients. Then, the LDP perturbation algorithm is applied to all
these weights independently. The new vector of values is the noisy
values arriving at the server. From here, the server would conduct
the attack steps as discussed in Section 3.1.
Evaluation Metric. Recall from Section 3.1, a smaller difference
between𝑤𝑖

predicted_1 and𝑤
𝑖
predicted_2 represents higher confidence

for the server in the current round. The reason for this can be intu-
itively understood. In the ideal scenario, the difference would be
zero, which implies that the randomly generated and split distri-
bution of sample_1 and sample_2 are the same. This reassures the
current attack on the server side is very strong. Consequently, the
confidence score CS𝑖 for the 𝑖’th round is introduced to quantify
the deviation between the two sample predictions, delineated as
follows:

CS𝑖 =
1

0.01 + (|𝑤𝑖
predicted_2 −𝑤𝑖

predicted_1 |)/(2 · 𝑟 )
(10)

where the difference is divided by 2 ·𝑟 to normalize the difference
with respect to the domain size. We can see that this metric always
gives us a value between 0 and 100, indicating the confidence of
the server in the attack prediction.
Experimental Results. In our experiments, we investigate the
attack performance by varying the client number, privacy budget
and the variance of model weights among all clients. As shown
in Figure 7a, with around 750 clients, we were able to track down
the value of the original non-noisy 𝑤𝑚𝑒𝑎𝑛 to be inside a range
comprising 0.3% of the original domain. It can be seen that by
increasing 𝑛, we are able to better track down the value of the
original weight. The effect of privacy budget 𝜖 on the success of
our attacks is minimal. Even with a privacy budget of 𝜖 = 1, our
attack was able to approximate the original weight back with an
error in prediction (adjusted to domain size) of 0.46%, which is
very successful. The performance of our attack deteriorates with
reducing 𝜖 from 𝜖 = 1, but the attack performance is still good even
with very small privacy budget. Figure 7c shows that, with varying
weight values among clients, our attack can accurately estimate the
global non-private weight mean against the LDP scheme in [48].

Since we simulate the weight value of clients in our attack, it is
important to analyze how the variance of weights affects the attack
performance. As demonstrated in Figure 8, besides the prediction
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Figure 7: Results for the effect of different parameters on the
outcome of the attack.

error, the Confidence Score (𝐶𝑆𝑖 ) is also used to assess attack out-
comes across different weight distributions. A high and increasing
𝐶𝑆𝑖 correlates with the similar mean of weights over rounds, en-
hancing the attack performance. This finding demonstrates our
attack can work well in our proposed cases of federated learning.
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(b) Effect on error

Figure 8: Effect of the distribution of weight values across
clients on the confidence score (𝐶𝑆𝑖 ) computed on the server
side and the relative error in prediction.
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